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- Trajectory data can't distinguish between equivalent Lagrangians, nor would it be useful to do so.
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We will use nearby triplets $(x, y, z)$ from our trajectory measurements to estimate $a+c, b$, and $d_{p}+e_{p}$.
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- Estimate $A, B$, and $D$ by the eigenvector corresponding to the least eigenvalue of $M^{T} M$.
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## Weights

$$
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where $\sigma$ is another parameter.
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## Parameters Computed From Trajectories

I computed the parameters from the trajectories with Matlab. The graphs of $\frac{B}{A}+1$ and $\frac{D}{A}\left\|y_{0}-x_{0}\right\|$ are on the following slides.
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